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Presentation of the program 

 

• Description 

 
This course introduces students to the programming and conceptual tools required 

to apply machine learning (ML) to complex biological structures. A brief refresher 

on methods for ML in biology is first provided before diving into Python 

foundations for scientific computing and biological data handling. Students 

progressively build toward implementing ML approaches for problems such as 

biomarker discovery, drug target prediction, epigenetic pattern analysis, multi-

omics integration and more. The course emphasises hands-on practice with real 

and synthetic biological datasets, computational modelling of biological networks 

and structures, and critical reflection on the ethical use of AI in biomedicine. By 

the end, participants will be equipped to preprocess data, apply ML workflows, 

and interpret AI-driven results in biological contexts.  

 

• Public 

 

o Master international BSCA.  

o Master bio-information and computational biology.  

 
Prerequisites 

 

• General Python programming 

 

o Basic syntax & variables (integers, floats, strings, booleans). 

o Control flow (if/else, for, while, break, continue). 

o Functions (definitions, arguments, return values, scope). 

o Data structures (lists, dictionnaires, tuples, etc…). 

o Input/Output (read/write to .csv/.npy/.pt files). 

 

• Machine learning tools with Python 

 

o NumPy (Arrays vs lists, basic lin. alg., etc…) 
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o Pandas (DataFrames, loading datasets, basic operations).  

o Plotting tools (Matplotlib/ Seaborn) - will be reintroduced as we go along.  

 

Objectives 

By completing this module, students will be able to: 

• Use core libraries (NumPy, Pandas) to handle numerical and tabular biological data. 

• Apply basic data cleaning and preprocessing techniques. 

• Generate informative visualizations of biological datasets (e.g., expression heatmaps, 

structural plots). 

• Understand how biological structures (sequences, networks, images) can be represented 

in Python for ML applications (based on PyTorch*, PyTorch Geometric*). 

• Understand the applications of specific ML/DL architectures for dealing with complex 

biological data and systems.  

• Design a simple geometric deep learning model of choice (CNNs, GNNs, LLMs, etc.…) 

for a given task by the end of the course.  

• Discuss the ethical use of AI in biomedicine and overall biomedical applications.  

Teaching hours 

• CM (12 hrs.) 

• TD/TP (28 hrs.) 

Program 

Session Course outline Duration 
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• Basics of python programming for biology. 

- Review of tools for data cleaning and 

manipulation. 

- Introduce examples with NumPy/Pandas. 

- Generation of informative plots from real or 

synthetic data.  

 

 

2hr 
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• Towards ML for biological systems. 

- Understanding computational irreducibility and 

the need for ML in biology. 

- Review of some ML methodologies for biology 

(SL, UL, RL, etc.…). 

- Introduction to some classical DL architectures. 

(CNNs, GANs and/or GNNs). 

 

 

2hr 
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• Dealing with the complexity of big data in biology. 

- Dealing with complex data structures and how 

to tame them (dimension reduction methods, 

…). 

- AI response to omics-scale complexity. 

- Applications across life sciences & predictive 

analysis. 

- FAIR data principles & challenges.  

 
 

 

2hr 
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• Classical ML/DL architectures for multi-omics 

integration and image analysis. 

- Understanding multi-omics analysis for ML. 

- RF for gene-expressions matrices (e.g.: used for 

biomarker discovery or disease classifications) 

- SVMs for ingestion of high dim datasets (e.g.: 

for predicting cancer subtypes from 

transcriptomics). 

- CNNs with image data: histopathology, cell 

microscopy, MRI/CT scans.  

 

 

 

2hr 
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• Deep learning (DL) architectures for complex 

biological systems. 

- When classical ML fails: dealing with more 

complex biological structures using GNNs 

(e.g.: structural biology: predicting protein 

contact maps – CNNs v/s GNNs) 

- GNNs/GANs for drug docking/molecular 

property prediction and/or gene regulatory 

networks. 

- Towards LLMs in gene and epigenetic 

analysis*. 

 

 

2hr 
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• Ethical use of AI in biomedical engineering. 

- Epistemic shortcomings of AI-Derived 

evidence. 

- Transparency, Fairness, and Algorithmic Bias. 

- Accountability and Traceability.  

 

 

2hr 
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Assessment 

 

• Theory questions (50 %) + short project (50 %).  
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